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Scaling Content Marketing  >         HUGE CHALLENGE 

FRAGMENTED CUSTOMER JOURNEY

DATA IS DISTRIBUTED BUT DISCONNECTED

LACK OF AI ALIGNMENT

AI MAKES MISTAKES



“https://s.mj.run/1jZOgozLRZg a drawing by Leonard Da Vinci, a study, portrait, 
scientific --v 5” 

They create nothing; 
they may make 
syntactic connections 
that are surprising, but 
they generate no new 
semantics.

By design, all 
transformers 
hallucinate to one 
degree or another.

“

Grady Booch
”

“

”



“https://s.mj.run/X-nmL0QWv6E a drawing by ::Leonard Da Vinci, a study, portrait, 
::scientific --v 5” 

GPT models are actually 
reasoning engines 
not knowledge 
databases.

Sam Altman

Knowledge databases 
are as important to AI 
progress as 
foundational models.

“

”

https://s.mj.run/X-nmL0QWv6E


Evolution of LLMs

One Slide



Instruction tuned
Language Model

Base
Language Model

What is the capital of Italy?
What is Italy’s largest city?
What is Italy’s population?

What is the capital of Italy?
The capital of Italy is Rome. 

● Fine-tuned on instructions. 
● Use Reinforcement Learning from Human 

Feedback RLHM
● Helpful and honest when you are clear and 

specific



The Hottest Party in AI is 
Building Agents

Base
Language Model

1990-2022

Agent

NOW

Instruction tuned
Language Model

2022



What is an 
Autonomous 

AI Agent?



AGENT

MEMORY

SHORT-TERM
MEMORY LONG-TERM

TOOLS

ACTION

PLANNING

OBSERVATION

SELF-CRITICS

CHAIN OF 
THOUGHTS

SUB-GOAL
DECOMPOSITION

SEARCH()

CALCULATOR()

KG
schema:Article

KG
schema:FAQPage

…more



+ 174% of clicks in 2 months 

Can we boost organic 
traffic using AI apps? 



Sharing Content
1990-2022

Building Apps
NOW

The Hottest Party in SEO 
is Building Apps!



Sharing Content
1990-2022 Building Apps

KNOWLEDGE GRAPH 

Data Marketing

TOPICAL AUTHORITY
Creating Trust

The Hottest Party in SEO 
is Building Apps!



Knowledge-Intensive AI Applications for SEO

Knowledge Graph 
Data Interface for LLM app development

Foundation Models

Input: rich query 
description

Output: rich response with 
references, actions, etc

Shopping Assistant Blog Assistant Links Audit …



Meet RAG
Retrieval Augmented 
Generation



1. LLMs don’t know what 
they know 

2. Retrieval-Augmented 
Generation (RAG) 
approach is a way to 
control the model's 
knowledge and reduce 
hallucinations

3. A retrieval-based memory 
is used to improve the 
accuracy of the response. 



Vector 
Database

Ingestion Querying

DOCUMENT CHUNKS INDEX CHUNKS LLM

The RAG Stack (as simple as it gets)



Main 
Challenges
 Building Agents

● Finding the right piece 
of information is hard:
○ Data is not organized 

correctly 
○ Data is not up to date
○ Chunks are not linked 

together
○ Chunks are not of the 

right length
● LLMs still hallucinate



Introducing WordLift 
Reader

A connector for
🦙 LlamaIndex & 
🦜⛓LangChain





Vector 
Database

Ingestion Querying

INDEX CHUNKS LLM

The RAG Stack powered by Structured Data 1/3

KNOWLEDGE 
GRAPH

WORDLIFT 
READER

schema:Article

wordlift.io



From GraphQL to  Vector Embeddings

When we add a url as text_field WordLift Reader will 
read the content of the webpage and index it 
automatically. If you want to get data faster ask our team 
to store the body of your articles in the knowledge 
graph (wordpress:content)



Shopping Assistant 
🛒🛍
A Product Knowledge 
Graph Agent



Ingestion Querying

The RAG Stack powered by Structured Data 2/3

schema:Product
"Use this to help 
the customer find 
the product he or 

she needs."

schema:faqPages
"Use this to provide 
information on the 

shop's return 
policy."

INDICES CHUNKS LLMWORDLIFT 
READER

KNOWLEDGE 
GRAPH

product-finder



schema:Product (recommend products)

schema:faqPages (provide information about the return policy)



Improve retrieval by leveraging relationships 

Retrieval can fail when there is not a strong match 
between the user query and the nodes being indexed. 

Using schema:FAQPage we can index the question and 
keep the answer as metadata. 

index only the question



Do Androids Dream of 
Multiple Graphs? 🔮
One Agent, two Graphs and the 
ability to ask multiple questions 
before answering. 





Ingestion Querying

The RAG Stack powered by Structured Data 3/3

schema:Article
"Use this to find 
information about 
content written 
by the WordLift 

team"

schema:Article
"Use this to find 
information about 
content written by 
Teodora Petkova"

INDICES COMPOSABLE
GRAPH

LLMKNOWLEDGE 
GRAPHS

WORDLIFT 
READER

CHUNKS

wordlift.io

teodorapetkova.com

"All content 
about both 

WordLift and 
Teodora"







Learnings
1. The future of content is building 

multi-agent systems capable of 
extracting in-context chunks using 
knowledge graphs to interact with 
the audience.

2. Every agent needs a clear mission.

3. You need a data fabric (and a KG). 
Your data, your content and your 
unique messaging are as essential 
as the LLM.

4. At the hearth of a successfull 
AI-generated user experience (as 
for apps and websites) lies a robust 
content model and solid 
Information Architecture (IA).

5. LLMs, even with the right context, 
can still make mistakes (you need 
validation!).     

“https://s.mj.run/Yp5Y0HuWxus by the Italian painter Michelangelo Merisi da Caravaggio --v 4”

BONUS SLID
E

“https://s.mj.run/Yp5Y0HuWxus by the Italian painter Michelangelo Merisi da Caravaggio --v 5.2”

https://s.mj.run/Yp5Y0HuWxus
https://s.mj.run/Yp5Y0HuWxus


&

Grazie!
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